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ABSTRACT
We present a discussion on designing an Augmented Reality (AR)-
based prototyping approach to help makers continue building low-
fidelity physical computing projects despite material constraints
and demonstrate an example, Polymorphic Cube (PMC). Lack of
immediate or easy access to electronics is a roadblock to building
physical computing projects. We present AR-mediated prototyping
as an approach where mobile AR can be used to simulate miss-
ing I/O components in-situ during electronics prototyping. Using
our suggested approach makers can build a circuit with available
real-world materials, substitute the missing components using any
augmented physical proxy, and continue implementation tinkering
and interaction with the hybrid circuit. Evaluation of PMC demon-
strated that users can leverage computing to overcome the lack of
electronic components and build low-fidelity prototypes to support
design thinking. Our study revealed the benefits and limitations of
our current prototype system and encourages future explorations
into an AR-mediated prototyping approach to making.
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1 INTRODUCTION
Building physical computing projects such as toys, robots, and
interactive textiles require access to low- and high-tech material
resources such as craft supplies, electronics, and microcontrollers.
However, makers may not always have immediate or easy access
to all the required high-tech material resources for making [3]. Rea-
sons such as material cost or the lack of immediate availability in
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Figure 1: AR-Mediated Prototyping blends real and virtual
components to create physical computing projects despite
missing materials. Above, a plant monitoring system proto-
typed using our technology probe (Polymorphic Cube).

impoverished communities present potential roadblocks [25, 26].
When electronic components are not available, makers may con-
duct iterative on-line or empirical research to find substitutes [25].
However, not all makers have access to learning resources (e.g., the
Internet, textbooks) or the motivation to conduct such research [26],
and thus become discouraged or discard their project ideas en-
tirely [26]. This inequity compromises the democratic vision of the
Maker Movement [29]; by helping people continue to make despite
missing material resources, we can equitably extend the reach of
the Maker Movement’s vision.

One possible response to missing materials is to digitally create
and simulate the circuit. Researchers have proposed electronics
simulation software (e.g., Tinkercad) as a way for makers to vir-
tually explore “what-if” scenarios easily and instantly when no
electronic components are available. However, makers would even-
tually need to re-construct the circuit for real-world applications.
A step forward would be to combine the real and virtual worlds
for prototyping as people often have at least a few components
to start with. Researchers have demonstrated the benefits of such
hybrid prototyping techniques wherein circuits are built digitally
and interaction is facilitated physically or virtually (e.g., [13, 32]
and, have found them to be useful for design thinking [13] and to
support individual and collaborative circuit testing scenarios [32].

While such projects offer promising alternatives, there are two
main limitations with the current approaches to support proto-
typing physical computing projects despite material constraints.
First, circuit building and design thinking primarily happens in the
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virtual space [13, 32], which is counter to the concept of physical
computing projects that require creating physical circuits. Second,
access to specialized hardware (e.g, shields used by [32]) can be a
constraint for a maker who did not have immediate or easy access
to the required resources to start with. To address these challenges
and support prototyping despite material constraints, we propose
Augmented Reality (AR)-mediated prototyping – an approach that
leverages mobile AR to simulate missing components to continue
prototyping physical computing projects. With the growing avail-
ability of smartphones worldwide [27], mobile AR could provide
a low-cost and accessible solution for continuing to prototype in
varied contexts.

In this paper, we present our vision for AR-mediated prototyp-
ing as a solution for addressing material constraints. AR-mediated
prototyping is an approach wherein makers can use a physical
proxy (any found object) as a placeholder for missing electronic
components, physically connect the proxy to the circuit being built,
superimpose the proxy with interactive AR components using a
smartphone, and program the integrated circuit (real world and AR
components) using the microcontroller-based IDE. Informed by our
vision, we demonstrate and evaluate a simple proof-of-concept tech-
nology probe, Polymorphic Cube (PMC, Figure 1), to learn about
the strengths and limitations of such an approach to prototyping.
Our studies indicate that PMC-like technology could help makers
focus on prototyping project ideas despite the lack of materials and
continue to take part in implementation tinkering and testing of
multiple design ideas. One expected limitation of our AR-mediated
prototyping approach is that because the missing components are
simulated using AR they cannot physically affect the real-world
components. For example, a VR motor cannot spin a real-world
object. However, participants’ responses highlight that this might
be an acceptable limitation for quickly developed low-fidelity pro-
totypes. We conclude the paper with a discussion on the strengths
and limitations of AR-mediated prototyping, and point to some fu-
ture directions to support makers in building low-fidelity physical
computing projects despite material constraints.

2 RELATEDWORK
2.1 Authoring Platforms
Researchers have demonstrated authoring platforms that support
integrating physical and digital worlds of prototyping. For example,
d.tools [13] is an integrated authoring environment for designing,
analyzing, and testing early prototypes of physical user interfaces.
Designers begin by plugging physical components into the d.tools
hardware interface and then author interaction behavior digitally
using a statechart-based visual programming interface. The de-
signer triggers the interaction model by either interacting with
the physical electronics or by simulating the virtual version of the
plugged electronic component. Extending this idea, Proxino [32],
addresses the issue of the lack of physical interactions with virtual
components and offers three solutions. First, Proxino uses a proxy
shield that enables virtual circuits to be tested in the real-world.
Second, it allows makers to share resources, that is, a maker without
components can use a remote person’s real-world components to
test a virtual circuit. Third, the maker can also leverage sensors

available in technologies such as a tablet to interact with the virtual
circuit.

Researchers have also proposed tabletop-based solutions to teach
learners about physical computing concepts using both real-world
materials and digital augmentations. For example, Conradi et al. [9]
presented the Flow of Electrons, a tabletop system to help users
learn about electronics. Users place various tagged electronics such
as microcontrollers and electronic components on the tabletop, and
using touch, virtually build the circuit. Animations of digital wires
confirm correct wiring and as soon as the virtual circuit is closed,
animated “electrons” start to flow. react3D [24] is also a tabletop
system used to explore circuit building and uses abstract tangibles
to serve as electronic components. However, to test interactions
(e.g., turning an LED on/off) real electronic components must be
attached to the representative tangible block.

Our vision for AR-mediated prototyping is inspired by these
projects and extends them as follows: (1) unlike d.tools [13] and
Proxino [32], we try to close the gap between the virtual and phys-
ical worlds by enabling people to physically build a hybrid circuit
by leveraging mobile AR. The maker could benefit from construct-
ing a physical hybrid circuit by focusing on several low-fidelity
prototyping aspects such as the spatial arrangement of the circuit
(e.g., where the electronics may be located), envisioning how the
interaction would take place (e.g., how many components need to
be interacted simultaneously), and building a close enough physical
and functional system wherein the proxies can be replaced with
real-world components relatively easily. (2) Unlike the tabletop sys-
tems [9, 24], our focus is not to teach the makers concepts related
to circuit building, but instead to help them to make do with what
they have and continue building prototypes to explore ideas.

2.2 Augmented Reality Toolkits
Several researchers have explored the use of Augmented Reality
(AR) as a way to tightly couple the physical and digital worlds
using rich and interactive 3D content [2, 5, 20]. Some examples in
the context of physical computing include LightUp [1, 8], Conduct
AR [21] and MixFab [30]. LightUp [1, 8] is a low-cost educational
tool that recognizes the circuit behavior and gives live and interac-
tive graphic feedback using AR technology. ConductAR [21] can
recognize and analyze hand-drawn, printed, and hybrid conductive
ink patterns. The augmentation helps users to understand and en-
hance circuit operation. MixFab [30] is a mixed-reality environment
that helps users design objects in an immersive AR environment for
3D fabrication. The immersive AR environment enables creating
objects, interacting with the virtual objects and the introduction of
physical objects into the design of the object.

Our prototyping approach is inspired by these works but cur-
rently PMC does not use AR to superimpose additional information
or feedback, and does not explicitly support educational activities
such as circuit debugging. Instead we use mobile AR as a readily
available solution to simulate missing I/O components so that mak-
ers can continue building low-fidelity physical interactive circuits.

3 AR-MEDIATED PROTOTYPING: VISION
AR-mediated prototyping lets makers’ substitute AR stand-in com-
ponents for missing electronics. Makers connect, interact with, and
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Figure 2: AR-mediated Prototyping: (a) trackable wooden
cube proxy (b) companion AR application.

program a unified circuit that includes both real-world and vir-
tual materials (Figure 2). Within this base vision for AR-mediated
prototyping, there are several aspects to consider: (1) physical and
virtual form of AR components, (2) circuitry and programming, and
(3) physical interactions. In this section, we discuss these aspects
and suggest three goals for designing technology for AR-mediated
prototyping.

3.1 Physical and Virtual Form
AR components have both a physical and virtual presence. We envi-
sion that makers will select the dimensions and physical appearance
of the placeholder object. For example, such an object could be a
physical replica of the missing component made using art and craft
materials, any readily-available found object, or even a QR code
sticker (Figure 2a). Makers assign the placeholder object to a virtual
electronic component, represented in virtual space by a 3D model.
The AR component may simulate a single electronic component
or a more complex subcircuit. The AR component can represent
components that are analog or digital and input or output. Based on
the physical and virtual aspects of an AR placeholder, we suggest
that the first goal for an AR-mediated prototyping tool is to help
makers easily construct and assign AR components (Goal #1).

3.2 Circuitry and Programming
To support physical circuitry, we envision that makers should be
able to connect the physical placeholder objects to the physical
circuit. Upon connection, the circuit should recognize the physical
proxies similar to real-world components. Connecting the compo-
nents can be facilitated by connecting wires in a way that resemble
the actual connections for real-world components or it may be
a simplified connection that facilitates quicker low-fidelity proto-
typing [6]. For example, Figure 2a shows a simplified connection
wherein all AR components can be connected to the circuit using
only two wires. To support programming, we envision that mak-
ers will write code for AR components in the same programming
language and code base that defines the behavior of real-world
components. This would allow the hybrid ecosystem of real and
virtual components to behave as a single system. Based on these
considerations, we suggest that the technology for AR-mediated
prototyping should enable coupling – via circuity and program-
ming – the AR components and real-world prototyping materials
to create a unified project (Goal #2).

Figure 3: Interacting with AR light sensor component using
(a) on-screen widget, (b) touch, (c) built-in phone sensors,
and (d) physical placeholder object.

3.3 Physical Interactions
When working with hyrbid circuits, makers may need to simul-
taneously interact with AR and real-world components. Possible
ways of interacting with AR components will depend on the AR
technology being used. For example, for mobile devices such as
smartphones or tablets, we identified four possible interaction styles
(Figure 3) based on a continuum of AR interaction paradigms [11].
First, the maker could use an on-screen widget (Figure 3a), e.g., con-
trol the amount of light received by the light sensor using a slider
widget. Second, the maker could use touch interactions (Figure 3b),
e.g., covering the sensor by tapping the virtual representation on a
capacitive touchscreen. Third, a maker could interact with built-in
phone sensors (Figure 3c), e.g., amount of light received by the sen-
sor can be controlled by interacting with the camera of the phone.
Fourth, a maker could interact with the physical placeholder object
(Figure 3d), e.g., control the sensor by physically interacting with
the placeholder object. Alternative AR platforms (e.g., Hololens)
may be able to use some of these interaction styles, but may also
introduce additional ways of interacting with AR components such
as full-body interactions. Based on these considerations, we suggest
that the technology for AR-mediated prototyping should support
appropriate interaction with AR components (Goal #3).

4 POLYMORPHIC CUBE
Informed by our vision, we implemented a technology probe [14],
Polymorphic Cube (PMC). The goal of PMC is to elicit feedback
from makers about AR-mediated prototyping. To that end, PMC is
basic and currently supports simple ways to assign AR components,
build and program circuits, and interact with the AR components.

4.1 Construct and Assign AR Components
In our PMC prototype, makers use a wooden cube with a QR code
(Figure 2a) as a physical proxy for missing I/O components. We se-
lected a one-inch cube as a placeholder because it is a stable object
that can be connected to a circuit and was important for attaching
a tag that could be consistently recognized. We developed a simple
companion mobile application that allows the maker to assign the
cube to a variety of components (Figure 2b). Currently, PMC can
simulate four components (Figure 4): LED (digital output), servo
(analog/digital output), pushbutton (digital input), and photocell
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Figure 4: Example AR components: (a) servomotor, (b) LED,
(c) pushbutton, and (d) photocell.

(analog input). The maker can select and assign the cube to differ-
ent I/O components through a button-based menu positioned at
the top of the mobile interface. Rather than having a large set of
pre-assigned QR codes mapped to different I/O components, we
use the concept of polymorphism [4] and let the maker assign a
QR code to any I/O component they need. All of the AR electronic
component models used we downloaded free from the 3D ware-
house website 1. We used the Vuforia Unity SDK 2 to create the
Android AR application.

4.2 Circuit Building and Programming
The proxy object in our current prototype has an electronic foot-
print of an LED. We attach an LED with two soldered wires to
one face of the cube using tape. The wires enable connecting the
cube to an Arduino pin (Figure 2a) and also help recognize when
an AR component is plugged into the circuit. The attached LED
also serves as a feedback mechanism, indicating to the maker that
the AR proxy object is recognized by the circuit i.e., if the wires
are correctly connected to the Arduino, the LED turns on. In our
current implementation, the maker can program the hybrid circuit
using the Arduino IDE. The value sent to or received from the I/O
component are transmitted to the AR components in the app via
WiFi. For example, to move an AR servo, the variable position in
the for-loop is sent to the AR app via WiFi.

4.3 Interactions with Components
PMC implements touch-based interaction with the virtual I/O com-
ponents (Figure 3d). Touch-based interaction style mimics the inter-
action style that a maker uses to interact with the real-world com-
ponents, thereby taking advantage of learned hands-on skills [15].
Each AR component model resembles a real-world component and
affords similar interactions. For example, the maker can push the
cap of the 3D button model using touch. To visualize a button press,
the button spring is animated to compress and expand.

4.4 Example
Figure 5 demonstrates an example of using PMC to build a sim-
ple prototoype of a light controller system. In this example, PMC
simulates a missing button. A maker completes four steps to proto-
type. First, the maker builds a light switch circuit by connecting the
PMC cube to the breadboard and the microcontroller using the two
wires attached to the cube (Figure 5a). Second, the maker assigns
1https://3dwarehouse.sketchup.com/?hl=en
2https://developer.vuforia.com/downloads/sdk

the PMC cube to a pushbutton by selecting from the menu on the
phone app (Figure 5b). Third, the maker writes the Arduino code
to control the real-world LED using a virtual button and uploads
the Arduino program to the microcontroller (Figure 5c). Lastly, the
maker interacts with the simulated button on the mobile screen by
pressing and releasing the button to turn the real-world LED light
on/off (Figure 5d).

5 EVALUATION
Our evaluation goals are similar to past work on tools for makers
(e.g., [7]): to understand the viability of our technique (e.g., can
people build and program a hybrid circuit using PMC) and to gather
participants’ thoughts on the usefulness and limitations of the
technique. We conducted a two-part study consisting of a lab study
and survey. In the lab study, participants were introduced to PMC
and they built multiple prototypes of a controllable lamp using real-
world prototyping materials and an AR component. In the survey,
we specifically focused on understanding how people envision
interacting with AR components.

5.1 Participants
Twelve people between 20-44 years of age (3 females, 9 males)
participated in our lab study. We recruited via notices posted to
local makerspaces, emails sent to a university-wide mailing list,
and word-of-mouth recruitment. We recruited participants who
had prior experience using the Arduino as we were not testing
for people’s ability to learn circuitry and coding using PMC. We
selected participants on a first-come-first-serve basis and the partic-
ipants were remunerated with $20. Our participants self-identified
asmakers and came from different disciplines and professional back-
grounds: energy teacher, IT/ electronics consultant, visual artist
and science communicator, and graduate students (electrical engi-
neering, computational media design and computer science). Par-
ticipants had a range of self-rated expertise in physical computing:
novice (1), beginner (5), competent (5) and expert (1). Participants
also had a varied frequency of involvement with physical comput-
ing activities: rarely (4), occasionally (3) and frequently (5).

For our survey study, we reached out to all our previous partici-
pants i.e. 12 from the lab study and 4 from our pilot studies, who
had experienced building projects using the PMC. From the total
16 participants we contacted, 13 participants responded agreeing
to complete the survey. This group constituted 3 people who had
taken part in the pilot studies and 10 participants from the lab study.

5.2 Procedure
Our lab study lasting one hour each consisted of four phases. In
the pre-study phase, participants completed a questionnaire that
gathered information about demographics and prior experience,
as well as, people’s current strategies to address the challenge of
missing electronic components when building physical computing
projects. Next, in the familiarization phase, participants were shown
a step-by-step technical introduction to PMC where the researcher
build a circuit consisting of a real button and an AR servo. Then,
in the building phase, participants built four different versions of
a controllable lamp using PMC and some real-world electronics
(LED, photocell, pushbutton and servo). To facilitate the circuit
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Figure 5: Example of a simple light controller built using PMC: (a) build a circuit, (b) assign the PMC cube to a pushbutton, (c)
write code, and (d) interact with the AR pushbutton to test the system.

Figure 6: To create the scenario of “a missing component”
we took each sketch and selected one component to be an
AR component, indicated by the purple text. Above are two
example sketches.

building phase, participants were asked to first sketch the four
different variants of their controllable lamps (Figure 6. Each sketch
implementation marked a trial and in each trial, we took away one
of the required components and asked the participant to use a PMC
instead. Based on the sketches we ensured that each participant
would experience a lack of each type of component (actuator, sensor,
and I/O). There was no time limit for the trials. When the prototype
was working as proposed in the sketch, the participant did a quick
demo of the system for the researcher and then moved to the next
trial. Finally, in the last phase, we asked participants to fill out a
post-study questionnaire about their overall thoughts on using the
PMC. We asked them to rate PMC using a 5-point Likert-scale [19]
(where 1 was much worse and 5 was much better) on questions
related to ease of use and experience with different components. We
also conducted a semi-structured interview to gain further insights.
Each session was video recorded for posterior data analysis.

The follow-up survey asked participants to compare and rank in
order of preference (where 1 was least preferred and 4 was most
preferred) the four different interaction styles for AR-mediated
prototyping we outlined in our vision (shown in Figure 3). We also
asked participants to provide a rationale for their ranking order.
The questionnaire consisted of eight categories of electronics as
used by SparksFun website: (1) light sensors, (2) weather sensors,
(3) flex, force and vibration sensor, (4) direction sensors, (5) distance
sensors, (6) sound sensors, (7) biometric sensors and (8) encoders.

5.3 Data Analysis
We transcribed individual interviews and the responses were coded
and categorized into higher-level themes (e.g., easy access and flexi-
bility, interactivity supports sharing) as related to each of our design
goals [28]. We quantitatively analyzed the Likert-scale question-
naire to compute the median values. We used the individual video
recordings to identify and count the different interaction styles
used by the participants when interacting with the AR object.

6 RESULTS
6.1 Responding to Lack of Materials
From our lab study questionnaire responses, we learned that 11
of 12 participants had previously encountered a situation when
they had limited access to electronics. Overall, participants had
three practical solutions to overcome the challenge of material
unavailability. First, the majority of our participants (8 of 12) had
placed an order online and waited while the electronics arrived:
Usually I stop what I am doing and order the component. This can be
difficult as it can delay the project for weeks sometimes [P8]. Second,
a few participants (4 of 12) had attempted to re-use existing and
readily available electronics as an alternative: I missed some switches
in my design which I ended up replacing with transistors and resistors
combined [P7]. Lastly, one participant mentioned that they had
borrowed the missing electronic components from a friend. All
participants agreed that using PMC-like technology could be a
better solution compared to the identified strategies. For example,
P1 said, if I open my box at home I have all of these [button and LED],
but I don’t have a servo. So it was cool that we started with the servo,
because I actually tried what I could not have done at home. Because I
did not have a servo, I simulated it and it was really helpful. Overall,
all participants found that PMC is easy to understand (median=4,
n=12) and was usable for the given task (median=4, n=12).

6.2 Building AR Components (Goal #1)
We envisioned that both physical and virtual forms of an AR com-
ponent are important. One participant explicitly supported this idea
and suggested that (“it would be nice to have the cube comparable to
the real component size”[P12]). Some of our participants (4 of 12)
suggested that physical form of an AR component is less important.
Participant P4 argued that in AR-mediated prototyping, compo-
nents do “not need to have a lot of physical presence”. Participant P4’s
rationale was that because AR components are virtual, we do not
have to worry about the physical space they occupy – “one does not
have to worry about things like if a motor has place to spin”. A similar
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Figure 7: Participants attempting to interact with the physi-
cal placeholder object and built-in phone sensors.

opinion was expressed by participant P10, who mentioned that the
placeholder object could “even [be] integrated into the breadboard,
so the breadboard would have specific pins that were cubes”.

In our current implementation, makers assign the proxy objects
to realistic 3D models of electronic components. Participants P6
and P9 specifically mentioned that the ability to have a 360 degree
view of 3D models made the experience feel physical. In addition,
currently, makers can map the proxy object to only one elctronic
component. While 7 participants agreed with this option, 5 par-
ticipants suggested assigning one placeholder object to multiple
components or a sub circuit could be beneficial. Participants P11
and P13 mentioned that 1-to-many assignment could be beneficial
when the placeholder object represents multiple instances of the
same components (e.g., array of LEDs). P7 specifically mentioned
that assigning one placeholder object to multiple components could
also be useful to better facilitate interactions with the components:
Say we had a big circuit here and we had 5 cubes spread. Then maybe
at some point I would like to turn on a switch and cover a photocell,
and press another button. So I don’t know how to deal with it. Overall,
all participants found PMC easy to assign and experiment with: “I
liked being able to change to anything very easily.” [P12]. All our par-
ticipants also mentioned that they could imagine using a tool like
PMC to test their design ideas if the tool included access to a large
library of electronic components. Participant P13 specifically men-
tioned that such a library need not be limited to existing electronic
components and should include end-user defined components.

6.3 Coupling Components (Goal #2)
All participants successfully built four unique prototypes of the
controllable lamp using PMC during the lab study. Overall, from the
lab study results we found that participants with varying expertise
levels found it easy to build circuits using PMC (median=4, n=12).
Interviews revealed that 4 of 12 participants liked the simplistic two-
wire connection. Within the context of low-fidelity prototyping,
participants P10 and P11 mentioned that the two-wire connection
was easy and had an advantage over complex real components
that require more effort when (re)building a circuit. Participant
P9 mentioned that simple wiring also helps aesthetics – “its kind
of cleaner”. Related to programming, we found that participants
found it easy to program the AR components using the Arduino
IDE (median=4, n=12). One participant suggested that it would be
beneficial for PMC-like platforms to work with different program-
ming approaches such as programming by demonstration as used
in other projects (e.g., [12, 22]).

6.4 Interaction with AR components (Goal #3)
In our vision, we proposed four interaction styles. In PMC, we im-
plemented touch-based interactions (Figure 3b). To understand how

people generally prefer to interact with AR components we looked
to our data from both the lab study and the survey. Responses to
the the likert-questionnaire from the lab study revealed that partic-
ipants found interacting with a virtual servo, photocell, and button
using touch about the same as interacting with their real-world
counterparts (median=3, n=12). Specifically for input components,
post-study interviews revealed that all participants liked the simple
touch-based interactions. Participant P9 explicitly mentioned that
the animation of physical components provided useful feedback
for interaction:“With the physical one [button], it was like did I get
it, did I press it on. With this [virtual button] I knew it was working,
the feedback was really nice” [P9].

This pattern was also observed in the responses to the survey,
which included a wider variety of electronic components. The re-
sponses to the survey showed that in order of preference, the first
preference for a majority of the participants was either touch-based
interactions or interactions using widgets (median=2.5, n=13), a
close second choice was built-in phone sensors (median=2.25, n=13),
and direct physical interaction with the placeholder object was least
preferred (median=1.94, n=13). Participants reasoned that they pre-
ferred touch-based interaction because it is intuitive, the interaction
was collocated with the object, it facilitated more control, and that
it could be consistently used with a variety of electronics. Inter-
acting with widgets was preferred because participants had prior
experience using widgets for controlling specific values.

While we received positive responses for touch-based interac-
tions from the lab study and survey, during the lab study we had
observed that 7 of 12 participants attempted to interact with the
simulated I/O components using built-in phone sensors and direct
interactions with the physical placeholder object (Figure 7). By
checking some of their survey responses we found that they pref-
ered touch-based interaction over the other options because they
found them to be less consistent when applied to a larger range of
electronics. One participant added: “this [phone sensor-based] seems
like a tricky option because it can create a disconnect between how
users interact with components. If I’m acting within a virtual world for
one component, say a button, it doesn’t seem consistent that the phone
acts as a sensor for another, why do I have to shake the phone for a
vibration sensor/accelerometer?” [P13]. Similarly, a reduced degree
of coherence (i.e. the degree to which physical and digital might
be perceived as the same thing) [17] was highlighted as a possible
problem for interacting directly with the placeholder object: “I feel
like its more appropriate for a full virtual reality environment. In
the current AR setting, it seems like it would divide your attention
between two objects (the AR device, and the actual circuit). I prefer
focusing on one thing at a time, so it makes sense to me to keep all
interactions virtual” [P13].

7 DISCUSSION AND FUTUREWORK
The primary goal of our AR-mediated prototyping approach is to
help makers continue prototyping physical computing projects
despite missing material resources. All our participants’ could over-
come the lack of a required I/O component and build several proto-
types of the controllable lamp using PMC. Initial reactions ofmakers
toward PMC have been encouraging. Participant statements not
only reveal that our vision considerations were meaningful, but
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Figure 8: Detecting multiple AR components.

they also demonstrate a high level of excitement toward the use of
PMC-like technology for making when challenged with material
shortages. However, PMC, as the first exploration in this direction,
also raises some questions to be explored in the future regarding
the development of a prototyping tool for makers.

Physical Kinematics. While a few (4 of 12) participants sug-
gested that the physical form factor of the proxy is less relevant,
we think that in order to advance design thinking and to go beyond
implementation tinkering use cases, it would be necessary to con-
tinue exploring the physicality and materiality aspects of the proxy
object. In our current implementation of the PMC, the AR com-
ponents cannot physically demonstrate material behaviours (e.g.,
a virtual servo cannot spin a real-world component) and makers
would have to simulate those material behaviours themselves simi-
lar to wizard-of-oz techniques [10]. There are however some future
directions that could be considered to improve this experience. For
example, it might be interesting to explore the use of low-cost self-
actuated flexible interfaces (e.g., [23]) to enable physical kinematics.
Alternatively, makers with access to advanced technologies could
also use 4D printing techniques [16] to print proxies that respond
to external stimuli (e.g., interaction gestures) and transform into
shapes that correspond to that of the missing real-world electronics.

Scalability. In our current study of PMC, we allowed partici-
pants to use one cube as a stand-in for one missing electronic com-
ponent. Our findings indicate that participants could successfully
work with one augmented cube when building physical circuits.
However, in scenarios where a maker may not have immediate
or easy access to many materials, scalability of the technology
is important. From an implementation standpoint, we have suc-
cessfully tested tracking multiple objects (Figure 8). However, as
indicated by our participants, there are several aspects to consider
to scale interaction when using multiple AR objects. For example,
if two placeholder objects are placed far away from each other
and the maker needs to interact with them simultaneously, then
the maker would need a much larger display than a phone can
offer. One obvious solution is to make use of larger displays such
as a tablet. Alternatively, it would also be interesting to explore
solutions similar to Surround-See [33] that enable peripheral vi-
sion around mobile devices. In addition to exploring how to scale
AR-mediated prototyping, an important thread to explore in the
future is understanding how many AR components can be used

in circuit before AR-mediated prototyping begins to deviate away
from physical making.

Open-source 3Dmodels.Our participants appreciated the flex-
ibility of AR-mediated prototyping. All participants mentioned that
having a comprehensive list of virtual components would improve
the usefulness of PMC-like tools – “I see myself using it [PMC] if you
had a library of models” [P5]. In our current PMC prototype, we
used freely available online 3D models of electronics. Digital easy-
to-use maker tools for creating models of electronic components
could help expand the ecology of virtual materials that makers can
use within their hybrid AR-mediated physical computing projects.
For example, participant P13 suggested that support for design it-
eration could be further improved by allowing participants to use
both physical and virtual components (e.g., virtual knobs, screens,
and UI components). In addition, makers could share their digital
design files along with software code on online communities such
as Thingiverse 3 or Instructables [31] to help others explore ideas
by tinkering code and material functionality.

Interactions with Virtual Components. While our partici-
pant responses indicates that touch-based interaction is perhaps
an userful interaction style to incorporate in future AR-mediated
prototyping tools, there were also some concerns raised by the
participants. For example, upon trying PMC, 5 of 12 participants
found touch-based interaction less satisfying for sensors such as
the photocell. In the future, to gather more generalizable interac-
tion style results, it would be interesting to use the touch-based
interaction style as a baseline and compare it to other interaction
styles for a wide variety of components (sensors, actuators, and
encoders).

Transferability of Skills. Since PMC was not designed to be
an educational tool, we did not gather data on whether it helped
develop coding ability and circuit understanding. However, several
participants expressed that PMC could be useful for learning and
some mentioned that the introduction of such relatively low-cost
and readily available technology could be beneficial for classroom
activities. Within that context, one participant mentioned that the
simplistic two-wire connection could be misleading and it might be
initially difficult to understand the abstraction of the cube. To enable
transferability of skills, PMC-like tools can draw from existing AR-
based educational tools such as LightUp [8] and ConductAR [21],
helping makers replace the surrogate AR component with a real
component by overlaying circuit connection diagrams. This could
help makers overcome both material challenges as well as concep-
tual difficulties involved in technology-based DIY.

8 LIMITATIONS
Our work demonstrated that the introduction of new tools for mak-
ing can help people engage in prototyping-related tasks despite
constraints that may limit participation, such as the lack of imme-
diate or easy access to material resources. However, our work is
an early effort in the exploration of tools for making that address
specific real-world constraints faced by makers, and therefore has
limitations. Our evaluation study was conducted with adult makers
in North America who had prior experience with physical comput-
ing. Perhaps due to their location and expertise, they had devised

3http://www.thingiverse.com/
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strategies to overcome issues related to unavailability of material
resources. We posit that a different context and demographic (e.g.,
primary school students in rural India [26]) will affect future design
considerations for such prototyping support tools for makers. Our
participants only built variations for one example project (lamp)
using the PMC. We think that testing the use of PMC for building
a number of different projects can reveal further strengths and lim-
itations. Lastly, our evaluation of PMC focused more explicitly on
assessing how PMC supports prototyping-related tasks (correspond-
ing to the “create” dimension of Bloom’s taxonomy [18]). Although
other outcomes (such as remembering, understanding, applying,
analyzing and evaluating [18]) are part of the cognitive process, we
did not explicitly measure for them. We think that knowing more
about how PMC-like tools can support those dimensions can help
further advance the development of tools for makers.

9 CONCLUSION
We presented our vision and a proof-of-concept prototype for AR-
mediated prototyping that can help makers to create physical com-
puting projects despite the lack of easy or immediate access to
material resources. We conducted a preliminary usability study
to understand the strengths and limitations of AR-mediated pro-
totyping using our prototype system, Polymorphic Cubes (PMC).
Our results indicate early success for such hybrid forms of low-
fidelity prototyping to address material constraints and show that
makers can use PMC-like tools to construct circuits and engage in
implementation tinkering and design thinking.
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